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Overview

This second progress report summarizes the accomplishments of the University of Michigan’s Center for Education and Training of First Responders and Medical and Public Health Personnel over the last three months.  The overall goal of this project is to explore virtual reality-based simulations for education and training of first responders.  The work group completed the geometric modeling of the disaster site (University of Michigan Football Stadium) in January 2004.  Since February, the work group has been meeting twice a month to share information, demonstrate the progress made on modeling the virtual humans, develop a library of accident victims to be used in the disaster training scenarios, discuss evaluation methods, and assess the project budget and timeline.

Progress to Date

During February, March and April, work efforts have mainly focused on populating the virtual stadium with virtual humans, also called avatars.  This is a very detailed and time-consuming process.   Each avatar placed in the virtual stadium consists of a texture mapped polygon mesh and will be either static or dynamically animated.  Depending on the placement of the avatars in the virtual stadium and their distance from the user, they are modeled as flat outlines (two-dimensional characters) or three-dimensional full-sized virtual humans.  The avatars are constructed in two stages, the head and the body.  

The Head

To accurately model a human head, the team began with a portrait, profile and back-of-head digital photo of a real person.  These images were edited to ensure continuity in size, color, lighting, etc.  Polygons were traced over the portrait image in 3D Studio Max (our 3D modeling and animation suite), and linked to form a flat overlay on the image.  From a side view, the individual points of the overlay, or face, are dragged forward to match the person’s profile, based on the profile image.  The result is a 3D relief of a human face.  The remainder of the face and skull are filled in in the side view, based on the digital portrait.  The profile mesh is mirrored to provide the other half of the skull, and linked together to form one, skull-shaped mesh.  Once the head has been edited, the original three photos are merged using Adobe Photoshop to produce a wrap-around texture map to be applied to the model, the “skin” for the head and face.

The Body

The body geometry was produced in a similar way.  Using digital images of a full body model, an outline was traced in portrait and profile and used as a guide to draw polygons approximating each major moving segment of the model (i.e. upper arm, forearm, hand, etc.).  A texture map representing skin and clothing was then matched to each segment.  These segments are linked to a “skeleton” within the model, which can then be posed and/or animated to simulate realistic human motion, emotion, or injured collapse.

Finally, a second set of texture maps was created both for the head and body for a variety of wounds, such as laceration, bruising and burns.  For severe or deadly wounds, modified geometry was also employed to show a deep gash or amputation.

In both the head and body, care was taken to limit the number of polygons used as processor power and other factors limit the amount of geometry available in our simulation.  Characters used as “background”, such as wholly uninjured avatars and people in the distance, may be less detailed to save on polygons, or they may be two-dimensional.  Two-dimensional characters are simply virtual photos of a polygonal character whose distance from the main action makes more detail inessential.

Exportation

In order to view the characters in the CAVE, their low-level data needs to be extracted from 3D Studio Max and into a proprietary file format which maintains all of the characters information (polygons, textures, body segments, animation, etc.)  To accomplish this, a custom exporter for 3D Studio Max was written which intercepts the data that 3D Studio Max uses to draw the characters and export them to a local file.

Rendering

Once the characters are stored in the correct format, the team has to parse the file to extract the information that is relevant for a particular moment in the simulation. This included the character model itself as well as the position of each body part at the current timeframe.  The 4x4 matrix, which represents a body part’s position and orientation, was applied to the associated body part to “pose” it.  After, the character’s polygons were sent to the graphics card to be drawn on screen.

Also during February and March, staff from the Department of Medical Education worked on developing a link from the Department’s homepage to the Center for Education and Training of First Responders and Medical and Public Health Personnel project website.  Password security was added so that only the project team and other designated personnel could have unlimited access to the project team’s website.  Limited access would be granted to the public.

In March, volunteers were identified from the Ann Arbor Police Department, University of Michigan Department of Public Safety, and the Washtenaw County Office of the Sheriff to test one or two disaster scenarios with the human patient simulator and provide feedback on the realism, usability, and other aspects of the training scenarios.  The work group will utilize the expertise of the team to initially test the scenarios.  Two team members are practicing Emergency Medicine physicians.  One has extensive experience in tactical emergency medicine, disaster medicine and mass casualty management.   The first responder volunteers will be involved in the final testing of the scenarios to refine the details of the training scenarios which will take place next quarter.

During April, team members have begun to develop scripts for the different disaster training scenarios.  A scripting program will be used to implement time-dependent events and animation.  A disaster expert outside of the CAVE will be able to choose icons to specify location and the types of victims for the scenario.  A library of victims, consisting of 20 to 50 victims, is being developed that describes different conditions for each disaster victim (coded as black, red, yellow or green to indicate severity), which the team will use to script the different training scenarios. The scripting program will also allow sounds to be attached to sound sources (i.e. background sounds, explosions, screaming, crying, ambulances and fire engines).  Time marks will be defined in each scenario for when movement or sound effects will take place and allow the team to evaluate specific aspects of the first responders’ decision-making and reactions.

Next Steps

Over the next three months, the work group will continue modeling the avatars, specifically focusing on implementing animated avatars in the CAVE, continue developing the scripts for the training scenarios and will bring in first responder volunteers to test and evaluate the training scenarios. Based on their feedback the team will adjust the scenarios as needed to begin testing subjects.  The team will also review the testing methodology and the evaluation tools to ensure they capture the appropriate evaluation components.  We will organize the schedule for the final testing of subjects, as well.  

Timeline/Budget

The work group has been operating along the proposed timeline on budget.  Since the first equipment breakdown was submitted, significant developments in available technologies required a new evaluation of the usefulness and cost-effectiveness of the initially proposed hardware. In addition, the progress made in the development of the "Virtual Disaster Simulator" revealed several problems that can be solved with more suitable hardware solutions.  The team has submitted a revised equipment budget to the CDC for approval which still totals $110,000.  The team has been actively pursing lower cost equipment solutions to better utilize the project funds, which will result in a higher quality end product. Please see the attached Project Budget Status Report for further details.
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